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The preaent paper is concerned with the problems of optimal control of one-dimensional fluid flows, when one of the characteristic velocities (velocity of propagation of weak discontinuitien passes through zero. We know [1] that the point at which the characteristic valocity changen its sign, is the singular point of the syatem of differential equations describing the flow. We find that the system of equations for Lagrange maltipliers which is obtained in the course of optimizing such flows, also has a singularity at the point at which the characteristic velocity becomes zero. Consequently, a problem arises of obtaining an unambiguous choice of the Lagrange multipliers at the singularity.

Below we show that the Lagrange multipliers in the optimal solution should be continuous and bounded, when passing through the singularity. The results obtained are illustrated by an example dealing with optimization of a magnetogasdynamic electric power generator, where the flow takes place continuonaly under the velocity of sound conditions.

1. Let us consider an arbitrary, one-dimensional steady flow of a continuous medium. We mhall assume that, within the parmetric space under consideration, one of the characterintic velocities obtained from the corresponding equations for a unsteady flow, becomes zero at some point. In this cese we may write the equations for the steady flow of a continuous medium in their nomal form, as

$$
\begin{gather*}
y_{1}^{\prime}=y_{1}^{-1} f\left(x, y_{k}, v_{i}\right), \quad y_{j}^{\prime}=g_{j}\left(x, y_{k}, v_{i}\right)  \tag{1.1}\\
(i=1, \ldots, m ; \quad k=1, \ldots, n ; \quad j=2, \ldots, n)
\end{gather*}
$$

Here $x$ is the coordinate coinciding with the direction of the velocity of flow, $y_{j}$ denotes the flow parameters such as e.g. velocity, pressure, density of the fluid, induced magnetic field strength, concentration of the components of the medium, etc; $y_{1}$ is the parameter proportional to the characteristic velocity which, by definition, changes its sign (for the gasdyamic problems, it is convenient to choose $y_{1}=M-1$ where $M$ is the Mach number) and $v_{i}$ denote various controla anch an, form of the channel, intensity of applied magnotic field, electric potential difference etc.

We anaume that $y_{i}$ are functions of $x$ and a prime denotes derivatives with respect to $x$.
We heve shown in [1] that the above torm of the steady state solation is feasible. Suitable choice of the indepandent variables may lead to the form, where only one of the equatione will contain a singularity in its right hend side, while the remaining equations will be finite at the singular point.

The singular point of (1.1) can be determined by the following conditions

$$
\begin{equation*}
f\left(x, y_{k}, v_{i}\right)=0, \quad y_{1}=0 \quad(k=1, \ldots, n ; \quad i=1, \ldots, m) \tag{1.2}
\end{equation*}
$$

and it will lie on an ( $n-1$ )-dimensional surface in the ( $n+1$ )-dimensional variable apace, where the variables are $x, y_{1}, \ldots, y_{n}$. In the neighborhood of this point the integral curves lie on a two-dimensional plane [1].

The character of the singularity can be found, in the usual manner, from the coefficients of the linear expanaion of the right-hand sides of (1.1) near the singular point.

Secular equation defining the eigenvalues $\lambda$, has the form

$$
\left|\begin{array}{cc}
f_{y_{1}}-\lambda & f_{x}+f_{y_{j}} g_{j}+f_{r_{i}} v_{i}^{\prime}  \tag{1.3}\\
1 & -\lambda
\end{array}\right|=0 \quad\binom{i=1, \ldots, m}{i=2, \ldots, n}
$$

where $f_{x}, f_{y_{i}}, f_{y j}$ and $f_{v i}$ are the corresponding partial derivatives and repeated indices (, , $j$ ) denote summation. Relation (1.3) yields

$$
\begin{equation*}
\lambda_{1,2}=1 / 2\left[f_{y_{i}} \pm \sqrt{f_{y_{i}}^{2}+4\left(f_{x}+f_{y_{j}} g_{j}+f_{r_{i}} v_{i}^{\prime}\right)}\right] \tag{1.4}
\end{equation*}
$$

Characteristic direction cosines at the singularity are of the same magnitude as the eigenvalues

$$
\begin{equation*}
y_{1}^{\prime}=\lambda_{1,2} \tag{1.5}
\end{equation*}
$$

In the earlier paper [1] we discuss in detail, how the sign of $\lambda_{1}$ and $\lambda_{2}$ influences the character of the singularities. Here, we shall only concern ourselves with two types of singularities, near which the flow is stable [1]: a node with negative eigenvalues ( $\lambda_{1}<0, \lambda_{2}<0$ ) and a saddle point ( $\lambda_{1}>0, \lambda_{2}<0$ ).

Before integrating the system (1.1) over a finite segment $[a, b]$ of the $x$-axis, we must specify the boundary conditions. It follows from [2], that at $x=a$ the number of these conditions is equal to the number of the positive characteristic velocities, while at $a=b$, it equals to the number of the negative characteristic velocities at that point.

When the characteriatic velocities maintain their aign over the considered interval of integration, then the total number of the left and right boundary conditions is equal to $n$.

If, on the other hand, the characteristic velacity (in this case $y_{1}$ ) changes its sign on passing through a node at some interior point $x^{*} \in[a, b]$, then we have an additional boundary condition at $x=b$, since $y_{1}>0$ when $x=a$ and $y_{1}<0$ when $x=b$.

Thus, when a singularity of the node type exists, Eqs. (1.1) have $(n+1)$ boandary conditions which can be written as

$$
\begin{gather*}
\varphi_{i}\left(a, y_{k a}\right)=0 \quad(i=1, \ldots, r), \quad \psi_{j}\left(b, y_{k b}\right)=0 \quad(j=r+1, \ldots, n+1) \\
(k=1, \ldots, n) \tag{1.6}
\end{gather*}
$$

Here $r$ denotes the number of the positive characteristic velocities at $x=a_{3}(n+1-r)$ is the number of the negative characteristic velocities at $x=b, \varphi_{i}$ and $\psi_{j}$ are some known functions, while $y_{k a}$ and $y_{k b}$ denote the values at the points a and $b$ respectively.

We assume that the boundary conditions (1.6) are such, that the integral curve with negative $y_{1}$ 'reaches the node, otherwise the flow corresponding to the conditions (1.6) exhibits a shock wave.

When a solution passes through a saddle point with positive $y_{1}{ }^{\prime}$, then for $x=a$ and for $x=b$, we have $(n-1)$ boundary for conditions, since $y_{1}<0$ when $x=a$ and $y_{1}>0$ when $x=b$. These conditions can also be written in the form of (1.6), by putting $j=r+1, \ldots$, $n-1$. In this case (1.2) should be used as an additional relation, in order to obtain the solution.

When a solution passes through a saddle point with negative $y_{1}{ }^{\prime}$, the number of the boundary conditions is ( $n+1$ ) just as in the case of the node, and we have a corresponding sat of solations with discontinaitien ( ${ }^{3}$ ] gives a good illuatration of the above argamant). To obtain a contincous molution passing through a saddle point with $y_{1}{ }^{\circ}<0$ we must reject one condition on each side and demand, that (1.2) holds. Thus, when a solation passem through a seddle point, we have $(n-1)$ conditions at $x=a$ and $x=b$, and the condition (1.2).
2. Let us now find the optimal controls $v_{i}(x)$, i.e. such controls, that the functional

$$
\begin{equation*}
J=\int_{\boldsymbol{a}}^{b} \mathbb{P}\left(x, y_{k}, v_{i}\right) d x \quad(k=1, \ldots, n ; \quad i=1, \ldots, m) \tag{2.1}
\end{equation*}
$$

assumes its maximum value and the quantities $x, y_{k}$ and $v_{i}$ are connected by the differontial Eqs. (1.1).

Function $\Phi\left(x, y_{k}, v_{i}\right)$ is assumed known and continnous, together with its first order partial derivatives. Arbitrary, piecewise continuous functions with first order discontinuities at a finite number of points on the interval $[a, b]$ will be considered as admissible controls, and we shall also asame that the controls $v_{i}$ will have constraints such as e.g.

$$
\begin{equation*}
\left|v_{i}\right| \leqslant V_{i} \quad(i=1, \ldots, m) \tag{2.2}
\end{equation*}
$$

imposed on them. These constraints will either be connected with the boundaries of applicability of (1.1), or will relate to the technical structure of the control itself. The quantitios $V_{i}$ in (2.2) are known constants. Let us construct an auxilliary functional

$$
\begin{gather*}
I=\int_{a}^{b}\left\{\mathbb{D}\left(x, y_{k}, v_{i}\right)+\mu_{1}\left[y_{1}^{\prime}-\frac{f\left(x, y_{k}, v_{i}\right)}{y_{1}}\right]-\mu_{j}\left[y_{j}^{\prime}-g_{j}\left(x, y_{k}, v_{i}\right)\right]\right\} d x \\
(k=1, \ldots, n ; i=2, \ldots, n ; i=1, \ldots, m) \tag{2.3}
\end{gather*}
$$

Here $\mu_{1}$ and $\mu_{j}$ are the variable Lagrange multipliers. Admissible variations of the functionals $/$ and $I$ coincide, since Eqs. (1.1) are satisfied.

We shall only consider two posaible types of solutions of (1.1) in which the characteristic velocity $y_{1}$ changes its aign when the corresponding integral curve passes through the slngularity of the (1) node type and (2) saddle point type. We assume that the character of the singular point does not change under the admisaible variation.

Let us subdivide the interval of integration $[a, b]$ into segments over which the controls $v_{i}(x)$ are continuous, and into segments, over which $y_{1}(x)$ has a constant sign.

To obtain all the necessary conditions, we need only consider a single point of dism continuity of the controls $v_{i}$ and a aingle point at which $y_{1}$ changes its sign. We shall assume that the ends of the interval $[a, b]$ are not fixed. Let us find the first variation of $I$, taking into account the fact that $\mu_{1}$ and $\mu_{j}$ are continuous at the points $x=d$ where the controls become discontinuous, while $y_{k}^{\prime}\left(x^{*}\right)(k=1, \ldots, n)$ are continuous at the singular point $x=x^{*}$

$$
\begin{gather*}
\delta I=\int_{a}^{b}\left[\left(\Phi_{v_{i}} \frac{\mu_{1} f_{r_{i}}}{y_{1}} \mu_{j s_{j r_{i}}}\right) \delta v_{i} \cdot\left(\Phi_{\mu_{1}} \mu_{1} \frac{\left(y_{1} f_{y_{1}}-f\right)}{y_{1}{ }^{2}}-\mu_{j} g_{j y_{1}}-\mu_{1_{1}^{\prime}}\right) \delta y_{1}+\right. \\
\left.+\left(\Phi_{y_{k}}-\mu_{1} f_{v_{l}} / y_{1}-\mu_{j} g_{j y_{k}}-\mu_{k}^{\prime}\right) \delta y_{k}\right] d x+\left\{\Phi\left(x_{-}^{*}\right)-\Phi\left(x_{+}^{*}\right)+\right.  \tag{2.4}\\
\left.+y_{s}^{\prime}\left(x^{*}\right)\left[\mu_{s}\left(x_{+}^{*}\right)-\mu_{s}\left(x_{-}^{*}\right)\right]\right\} \delta x^{*}+\mu_{1}\left(x_{-}^{*}\right) \delta y_{1_{-}}{ }^{*}-\mu_{1}\left(x_{+}^{*}\right) \delta y_{1_{+}}{ }^{*}+\left[\mu_{k^{\prime}}\left(x_{-}^{*}\right)-\right. \\
\left.-\mu_{k}\left(x_{+}^{*}\right)\right] \delta y_{k}^{*}+\left\{\Phi\left(x_{d-}\right)-\Phi\left(x_{d+}\right)-\mu_{s}\left(x_{d}\right)\left[y_{s}^{\prime}\left(x_{d-}\right)-y_{s}^{\prime}\left(x_{d+}\right)\right]\right\} \delta x_{d}+ \\
+\mu_{s}(b) \delta y_{s b}-\mu_{s}(a) \delta y_{s a}+\left[\Phi(b)-y_{s}^{\prime}(b) \mu_{s}^{\prime}(b)\right] \delta x_{b}-\left[\Phi(a)-y_{s}^{\prime}(a) \mu_{s}(a)\right] \delta x_{a} \\
(i=1, \ldots, m ; i, k=2, \ldots, n ; s=1, \ldots, n)
\end{gather*}
$$

Here $\Phi_{v_{i}}, \Phi_{y_{1}}, \Phi_{y_{k}}, f_{v_{i}} f_{y_{1}}, f_{y_{k}}, g_{j v_{i}}, g_{j_{y_{i}}}$, and $g j_{y_{k}}$ are the corresponding partial derivativen of $\Phi$, $f$ and $g_{j}$, the mabscripta $a, b$ and $d$ rofer to variations at $x=a, x=b$ and $x=d$,
 $y_{s}^{\prime}\left(x_{-}\right)\left[\Phi\left(x_{+}\right), \mu_{s}\left(x_{+}\right), y_{s}^{\prime}\left(x_{+}\right)\right]$indlcate that the relevant quantitien are computed to the left [right] of the corresponding $x$.

We shall choose the Lagrange multipliers in such a manner, that only the variations of controls remain in (2.4), and we shall show that it can be done for any solution of (1.1) considered here, by choosing $\mu_{1}$ and $\mu_{k}$ such, that
$\mu_{1}{ }^{\prime}=\Phi_{y_{1}}-\mu_{1} \frac{y_{1} f_{y_{1}}-j}{y_{1}{ }^{2}}-\mu_{j \delta} g_{j y_{1}}, \quad \mu_{k}{ }^{\prime}=\mathrm{\Phi}_{y_{:}}-\mu_{1} \frac{j_{y_{k}}}{y_{1}}-\mu_{j} g_{j y_{k}} \quad(j, k=2, \ldots, n)$
holds on the intervals over which the quantity $y_{1}$ does not change its sign.
To integrate (2.5), we must select the boundary conditions whose form will depend on the character of the solution of (1.1).
3. It follows from (2.5), that the equations for Lagrange multipliers have a singularity at the point where $y_{1}$ vanishes. This raises the problem of nambiguous selection of $\mu_{1}$ and $\mu_{j}$ at the singularity. The feasibility of constructing a unique solution for the Lagrange multipliers can be inferred from the boundary conditions (1.6) for the syatem (1.1), from the terms outside the integral sign at the points $a, b$ and $x^{*}$ in the expression (2.4) and from the character of the singularity of the syatem (1.1) and (2.5).

Let us consider a solution of (1.1) passing through the node, when conditions (1.6) hold at the ends $a$ and $b$ of the segment. Varying the right hand sides of (1.6), we obtain a system of $(n+1)$ linear algebraic equations in $\delta y_{k a}, \delta x_{a}, \delta y_{k b}$ and $\delta x_{b}(k=1, \ldots, n)$

$$
\begin{aligned}
\varphi_{i x} \delta x_{a}+\varphi_{i y_{k}} \delta y_{k a}=0 & (x=a, i=1, \ldots . r) \\
\Psi_{j x} \delta x_{b}+\Psi_{j y_{k}} \delta y_{k b}=0 & (x=b, i=r+1 \ldots n+1)
\end{aligned}
$$

Solving this syatem for $r$ values for $\delta \gamma_{k a}$ and ( $n-r+1$ ) values of $\delta \gamma_{k b}$ and inserting the resulte into (2.4) we obtain, after reducing the like terms, ( $n-r$ ) arbitrary variations $\delta y_{k a}$ for $x=a$ and $(r-1)$ arbitrary variations $\delta y_{k b}$ for $x=b$. Equating the coefficients preceding these variations to zero, we obtain ( $n-1$ ) boundary conditions necessary for the integration of (2.5), $(n-r)$ of these conditions referring to $x=a$, and the remaining $(r-1)$ conditions referring to $x=b$. Equating to zero the coefficionts preceding $\delta x_{a}$ and $\delta x_{b}$, we obtain the conditions defining the positions of the ends of the interval of integration. We can easily see, that the number of conditions is insufficient to integrate the system (2.5).

Let us now consider the solution of (1.1) passing through a saddle point. In this case the conditions (1.6) hold at $a$ and $b$, but $j=r+1, \ldots, n-1$. Repeating the argument given above we obtain, for (2.5), $(n-r)$ conditions for $x=a$ and $(r+1)$ conditions for $x=b$, i.e. togother ( $n+1$ ) conditions.

Let na now introduce another variable $\mu=\mu_{1} / y_{1}$. Then (2.5) can be written as

$$
\begin{gather*}
\mu^{\prime}=y_{1}^{-\mathbf{3}}\left(\Phi_{y_{1}}-\mu f_{y_{2}}-\mu_{j} g_{i n}\right), \quad \mu_{k}^{\prime}=\Phi_{y_{i i}}-\mu f_{y_{.}}-\mu_{j} g_{j y_{. i}} \\
(j, k=2, \ldots, n) \tag{3.1}
\end{gather*}
$$

We can easily see that the singularity of the system (1.1) and (3.1) is defined by

$$
\begin{equation*}
f\left(x, y_{k}, v_{i}\right)=0, \quad y_{1}=0, \quad \Phi_{y_{1}}-\mu f_{y_{1}}-\mu_{j} g_{j_{y_{1}}}=0 \tag{3.2}
\end{equation*}
$$

Using the old variablee we would find, that the lat equation in (3.2) is $\mu_{1} \mathbf{~} \mathbf{0} 0$.
Since the right-hand sides of equations for the derivativas $y_{j}^{\prime}$ and $\mu_{j}^{\prime}(j=2, \ldots, n)$ are finite near the singularity we find, that only firat Eqs. of (1.1) and (3.1) are essential for inventigation of the character of the singularity. Introducing differentiation with reapect to $t$, we can write these equations in the form of an independent aystem, and linearizing their right-hand sides near the singularity, we obtain

$$
\begin{gathered}
y_{14}=f_{y_{1}} \Delta y_{1}+\left(f_{x}+f_{v_{i}} v_{i}^{*}+f_{y_{j}} g_{j}\right) \Delta x \\
x_{i}=\Delta y_{1}, \quad \mu_{t}=\alpha \Delta y_{1}+\beta \Delta x-f_{y_{1}} \Delta \mu
\end{gathered}
$$

Where $\Delta y_{1}, \Delta x$ and $\Delta \mu$ are the increments of the corresponding quantities near the singularity, while $\alpha$ and $\beta$ are the coefficiente of expansion of the numerator of the righthand side of the equation for $\mu^{\prime}$. Numerically, $\alpha$ and $\beta$ are not essential,

Eigenvalues of the singularity are, in this case, given by

$$
\begin{equation*}
\left[-\lambda\left(f_{y_{i}}-\lambda\right)-\left(f_{x}+f_{v_{i}} v_{i}^{\prime}+f_{y_{j}} g_{j}\right)\right]\left(-f_{y_{i}}-\lambda\right)=0 \tag{3.3}
\end{equation*}
$$

from which we find that $\lambda_{1}$ and $\lambda_{1}$ are determined by (1.4), while

$$
\begin{equation*}
\lambda_{3}=-f_{u_{1}} \tag{3.4}
\end{equation*}
$$

Solution for $\Delta y_{1}, \Delta x$ and $\Delta \mu$ has the following form near the singularity:

$$
\begin{gathered}
\Delta y_{1}=+c_{1} \lambda_{1} \exp \lambda_{1} t+c_{2} \lambda_{2} \exp \lambda_{2} t, \quad \Delta x=c_{1} \exp \lambda_{1} t+c_{2} \exp \lambda_{2} t \\
\Delta \mu=c_{1}\left(\beta-\lambda_{1} \alpha\right)\left(\lambda_{1}+t_{y_{1}}\right)^{-1} \exp \lambda_{1} t+c_{2}\left(\beta-\lambda_{3} \alpha\right)\left(\lambda_{2}+f_{y_{1}}\right)^{-1} \exp \lambda_{2} t+c_{3} \exp \lambda_{3} t
\end{gathered}
$$

where $c_{1}, c_{1}$ and $c_{3}$ are arbitrary conatante.
If the singularity of (1.1) is a node, then $\lambda_{1}<0, \lambda_{2}<0^{*}$ and $\lambda_{1}>\lambda_{2}$. Then (3.4) yields $\lambda_{3}>0$.

On approaching the singalarity $(t \rightarrow \infty)$, we have

$$
\Delta y_{1} \sim \exp \lambda_{1} t ; \Delta x \sim \exp \lambda_{1} t_{t}, \Delta u \sim \exp \lambda_{3} t
$$

Behavior of $\mu_{1}=\mu y_{1}$ is governed by the term exp $\left(\lambda_{1}+\lambda_{3}\right)$. Since $\lambda_{1}+\lambda_{5}>0$, we have $\mu_{1} \rightarrow \infty$, when $t \rightarrow \infty$.

This means that the singularity given by (3.2) is a generalized saddle point and $\mu_{1}=0$ corresponds to continuous solutions pasaing through it.

If the system(1. Whas a addle point as a singularity, then $\lambda_{1}>0$ and $\lambda_{2}<0$. Suppose that at the same time $f_{y_{3}}<0$. Then (3.4) ylelds $\lambda_{3}>0$. In this case wefhave, on approsiching the singularity as $t \rightarrow \boldsymbol{o}^{3}$;

$$
\Delta y_{1} \sim \exp \lambda_{2} t, \quad \Delta x \sim \exp \lambda_{2} t, \quad \Delta \mu \sim \exp \lambda_{3} t \quad\left(c_{1}=0\right)
$$

Since the behavior of $\mu_{1}$ is governed by the term $\exp \left(\lambda_{2}+\lambda_{3}\right) t_{2} \lambda_{2}+\lambda_{3}<0$ implies that $\mu_{1} \rightarrow 0$ as $t \rightarrow \infty$. On approsching the ingalarity as $t \rightarrow-\infty$, we have
$\Delta y_{1} \sim \exp \lambda_{1} t, \quad \Delta x \sim \exp \lambda_{1} t, \quad \Delta \mu \sim \exp \lambda_{1} t \quad$ or $\exp \lambda_{3} t \quad\left(c_{2}=0\right)$
Then $\mu_{1} \sim \exp 2 \lambda_{1} t$ or $\exp \left(\lambda_{1}+\lambda_{1}\right) t$, hence $\mu_{1} \rightarrow 0$ as $t \rightarrow-\infty$. Thus we see that, if the singularity of (1.1) is a node then $\mu_{1} \rightarrow \infty$ on approaching the singularity, while in the cane of a addle point we have $\mu_{3} \rightarrow 0$.

Let un now consider the term of (2.4) outaide the integral sign, when $x=x^{*}$.
Since the singular point of (1.1) Hes on a ( $n-1$ )-dimensional surface, $\delta y_{j+1}(j=2, \ldots, n)$ are arbitrary and consequently $\left.\mu_{j}\left(x^{*}\right)_{-}\right)=\mu_{j}\left(x^{*}{ }_{+}\right)(j=2, \ldots, n)$.

We shall take amall area around the singularity of (1.1) and draw within it a straight line perpendicular to the x-axis and lying in the plane containing all integral curves of the system (1.1). Then, in the case of node, this straight line will be intersected by a set of integral curves pasaing through the singularity and the quantity $y_{1}$ will vary within the Limite $0<\left|y_{1}\right| \leqslant\left|\lambda_{2}\right| \varepsilon$, where $\varepsilon$ is the radius of the area and $\lambda_{1}$ is given by (1.4) where the root should be taken with the minus sign. Consequently, if within the e-neighborhood of the singulatity $0<\left|y_{1 \pm}\right|<\left|\lambda_{2}\right| e$, then $\delta y_{1 \perp}{ }^{*}$ is arbitrary and

$$
\begin{equation*}
\mu_{1}\left(x_{-}^{*}\right)=\mu_{1}\left(x_{+}^{*}\right)=0 \tag{3.5}
\end{equation*}
$$

i.e. the Ligrange multipliers should be continnons when passing through the singularity. Condition (3.5) supplemente the conditions for integration of the syatem (2.5), when the Eqs. (1.1) have the node an angularity.

If $y_{1}$ reachen its limit value within the e-nelghborhood, then the supplementary condition for integration of (2.5) will be

$$
\begin{equation*}
y_{1}\left(x^{*} \pm \varepsilon\right)=\mp\left|\lambda_{2}\right| \varepsilon \tag{3.6}
\end{equation*}
$$

In this case the quantities $\mu_{1}\left(x_{ \pm}{ }^{*}\right)$ will be arbitrary. When (3.6) holds, it is advisable to take into conaideration the flows with shock waves or with $y_{2}$ of constant aign, since an extremam may occur within this class of flows.

If the singularity defined by (1.2) is a saddle point, we have one integral carve with $y_{1}^{\prime}\left(x^{*}\right)>0$ and one with $y_{1}^{\prime}\left(x^{*}\right)<0$ passing through the singularity, and we then have $\delta y_{1} \pm{ }^{*}=0$. Consequently the quantities $\left.\mu_{1}\left(x_{-}\right)^{*}\right)$ and $\mu_{1}\left(x_{+}{ }^{*}\right)$ are arbitrary. We know however, from actual analysis, that $\mu_{1} \rightarrow 0$ as $x \rightarrow x^{*}$ when the singolarity is a saddle point. Thus the condition of continuity of the Lagrange multipliers is, in this case, satisfied automatically.

Let us now assume that the optimal controls suffer a discontinuity at the point at which $y_{1}$ vanishes. In this case the boundary conditions for integrating (2.5) can be chosen analogonsly to the case of the saddle point type singularity, since two integral curves of (1.1) pass through $x=x^{*}$ where $y_{1}=0$, and they have $y_{i}^{\prime} \rightarrow \pm \infty$ as $y_{1} \rightarrow 0$. From (2.5) it follows that, when $y_{2} \rightarrow 0\left(x \rightarrow x^{*}\right)$,

$$
\begin{equation*}
\mu_{1}=c\left(x-x^{*}\right)^{1 / 2} \tag{3.7}
\end{equation*}
$$

where $c$ is an arbitrary constant. Expression (3.7) was obtained taking into account the fact, that

$$
\left(y_{1}\right)^{2}=2 f\left(x_{ \pm}^{*}\right)\left(x-x^{*}\right)
$$

as $x \rightarrow x^{*}$.
Thus $\mu_{1} \rightarrow 0$ as $x \rightarrow x^{*}$, i.e. the Lagrange multipliers are in this case continuous.
4. In agreement with the choice of Lagrange multipliers, the first variation is

$$
\begin{array}{r}
\delta I=\delta I=\stackrel{b}{\dot{a}}\left\{\left(\Phi_{r_{i}}-\frac{\mu_{1} /_{v_{i}}}{y_{1}}-\mu_{j} \delta_{j r_{i}}\right) \delta v_{i}\right\} d x+\left\{\Phi\left(x_{d_{-}}\right)-\Phi\left(x_{d_{+}}\right)-\right.  \tag{4.1}\\
\left.-\mu_{s}\left(x_{d}\right)\left[y_{s}^{\prime}\left(x_{d_{-}}\right)-y_{s}^{\prime}\left(x_{d_{+}}\right)\right]\right\} \delta x_{d} \quad(i=1, \ldots, m ; i=2, \ldots, n ; s=1, \ldots, n)
\end{array}
$$

Necessary conditions for an extremum can be obtained by the usual methods, with (2.2) taken into accoant.

If the controls are optimal, then any admissible variation will only lead to the decrease in the value of $J$, i.e. $\delta J \leq 0$. Assuming that the admissible variations $\delta v_{i}$ can have any sign within the intervals $\left|v_{i}\right|<V_{i}$, negative on $v_{i}=+V_{i}$ and positive on $v_{i}=-V_{i}$, we obtain the necessary conditions for the maximum of $J$,

$$
\begin{array}{rlr}
F_{i} \equiv \Phi_{v_{i}}-\mu_{1} i_{v_{i}} / y_{1}-\mu_{j} g_{j v_{i}}=0 & \left(\left|v_{i}\right|<V_{i}\right) & \binom{i=1, \ldots, m}{i=2, \ldots, n}
\end{array}
$$

and these conditions define the optimal controls.
Position of the point $d$ at which the controls suffer a discontinuity, is given by the condition

$$
\Phi\left(x_{d_{-}}\right)-\Phi\left(x_{d_{+}}\right)-\mu_{s}\left(x_{d}\right)\left[y_{s}^{\prime}\left(x_{d_{-}}\right)-y_{s}^{\prime}\left(x_{d_{+}}\right)\right]=0 \quad(s=1, \ldots, n)
$$

Other terms outside the integral may appear in (4.1). They will be the outcome of the fact that some of the quantities $y_{k a}$ and $y_{k b}$ as well as the length of the interval of integration, may serve as controls. Optimal conditions for $y_{k a}$ and $y_{k b}$ will replace some of the conditions (1.6) as boundary conditions for (1.1), and the optimal conditions at a and $b$ will define the position of the ende of the interval of integration.
5. As an example, we shall consider the problem of optimizing the flow in the chamel of a magnetohydrodynamic electric power generator. The statement and the solution
of this problem for subsonic and supersonic flows and the flows with shock waves, are given in [4 and 5]. Here we solve the problem under the assumptions of [4], but the flows considered will be transonic and passing through the velocity of sound at a singularity of the nodal type. Qualitative analysis [3] and numerical computation have shown, that such a flow is possible in a diverging channel when the interaction parameter $\Delta \geq 1.5$. Here $\Delta=\sigma_{s}^{\circ} B_{m}{ }^{\circ} l^{\circ} /\left(\rho_{s}^{\circ} \sqrt{2 h_{s}{ }^{\circ}}\right)$ where $\rho_{s}^{\circ}$ is the density, $h_{s}^{0}$ is the enthalpy, $\sigma_{s}^{0}$ is the conductivity of gas in the receiver while $B_{m}$ and $l^{\circ}$ represent the typical magnetic field and the typical length respectively.

One-dimensional steady flow of a nonviscous, non-heat-conducting perfect gas whose electrical conductivity is $\sigma^{\circ}$ in a plane channel of height $2 y^{\circ}$ and in the presence of an external magnetic field $B^{\circ}$ (magnetic Reynolds numbers are assumed low), can be described by

$$
\begin{align*}
& L_{1} \equiv \rho u u^{\prime}+p^{\prime}+\Delta \sigma B\left(u B-\frac{\varphi}{y}\right)=0 \\
& L_{2} \equiv\left[u y\left(\frac{x}{x-1} p+\frac{p u^{2}}{2}\right)\right]+\Delta \sigma \varphi\left(u B-\frac{\varphi}{y}\right)=0  \tag{5,1}\\
& L_{3} \equiv(\rho u y)^{\prime}=0
\end{align*}
$$

Notation used in [4] is adopted here. Let us put $\sigma=1$. Then (5.1) can be reduced to the form

$$
\begin{align*}
\frac{d M}{d x}= & \frac{M}{2} \frac{2+(x-1) M^{2}}{1-M^{2}} \times  \tag{5.2}\\
& \times\left[\frac{x M^{2} y}{c u^{2}} \Delta\left(u B-\frac{\varphi}{y}\right)\left(u B-\frac{x-1}{x} \frac{1+x M^{2}}{2+(x-1) M^{2}} \frac{\varphi}{y}\right)-\frac{y^{\prime}}{y}\right] \\
\frac{d u}{d x}= & \frac{u M^{\prime}}{M\left[1+1 / 2(x-1) M^{2}\right]}-\frac{(x-1) \Delta \varphi M^{2}(u B-\varphi / y)}{c u\left[2+(x-1) M^{2}\right]} \quad(c=p u y)
\end{align*}
$$

which is more suitable for obtaining a numerical solution of the problem and where $M$ denotes the Mach number.
 by

$$
x y \Delta\left(u B-\frac{\varphi}{y}\right)\left(u B-\frac{x-1}{x} \frac{\varphi}{y}\right)-\frac{c u^{2} y^{\prime}}{y}=0, \quad M=1
$$

When $\Delta \geq 1.5$, one of the branches of this line consists of the nodes with negative cheracteriatic directions [3].

Assuming that the flow is supersonic at the inlet and that the inlet cross section $y_{a}{ }^{\circ}$ of the channel is fixed, we can determine $u_{a}$ and $M_{a}$ at $x=0$, by considering the flow for $x<0$ and assuming it known. The quantity $u_{a}\left(\right.$ or $\left.M_{a}\right)$ can, in this case, be assigned abitrary values within some limits imponed by the change of the form of the channel when $x<0$. Under the open cycle working condition of the generator, the preasure $P_{\infty}$ of the medinm into which the fluid emerges, is assumed known at the outlet crose section. This we have, for (5.2),

$$
\begin{equation*}
u=u_{0}, \quad M=M_{a} \quad(x=0), \quad p=c u / x M^{2} y=p_{\infty} \quad\left(x=x_{b}\right) \tag{5.3}
\end{equation*}
$$

The fanctions and parameters $y(x), \varphi(x), B(x), u_{a}, p_{\infty}$ and $x_{b}$ the length of the channel act as controls.

The power avillable from the unit width of the generator

$$
N=\int_{0}^{x_{b}} \Delta \varphi\left(u B-\frac{\varphi}{y}\right) d x
$$

can be taken as the optimizing functional, and the optimal controls should satisfy the constraints formulated in [4] (see Formulas (1.3), (1.6) and (1.8)).

We shall write the anxilliary functional [4] in the form

$$
I=\int_{0}^{x_{b}}\left[\Delta \varphi\left(u B-\frac{\varphi}{y}\right)+\mu_{1} L_{1}+\mu_{2} L_{2}+\mu_{3} L_{3}\right] d x
$$

Necessary conditions for the maximum of $l$ obtained in [4] for $\sigma \equiv 1$, are valid for the present problem. The latter differs from the earlier problems only in the formulation of the boundary conditions for (5.2) and in the equations used to obtain the Lagrange maltipliers.

Since the singular point of (5.2) is a node, then for the integration of the system

$$
\begin{equation*}
\frac{d \mu_{2}}{d x}=\frac{\left[\Delta B\left(\mu_{1} B+\mu_{2} \varphi+\varphi\right)+\mu_{1} c y^{\prime} / y^{2}\right](x-1) M^{2}}{\left(1-M^{2}\right) c u}, \quad \frac{d \mu_{1}}{d x}=-\frac{x}{x-1} u y \frac{d \mu_{2}}{d x} \tag{5.4}
\end{equation*}
$$

one of the boundary condition is obtained from the requirement that the Lagrange multipliers are continuons at the singular point

$$
\begin{equation*}
\Delta B\left(\mu_{1} B+\mu_{2} \varphi+\varphi\right)+\mu_{1} c y^{\prime} / y^{2}=0 \quad\left(x=x^{*}\right) \tag{5.5}
\end{equation*}
$$

while the second condition is obtained, as in [4], by considering the terms ontside the integral sign for $x=x_{b}$, in the expression for $\delta I$

$$
\begin{equation*}
\mu_{1}=-(x / x-1) u y \mu_{2} \quad\left(x=x_{b}\right) \tag{5.6}
\end{equation*}
$$

Factor $\mu_{3}$ is not substantial in the present problem.
Optimal values of $B(x), y(x), \varphi=$ const, $p_{\infty}$ and $x_{b}$ were found by numerical methods for $\sigma \equiv 1, x=5 / 3$, and $1.5 \leq \Delta \leq 2$. The largest admissible angle of inclination of the channel wall to the $x$-axis was chosen as $20^{\circ}$, the ratio $l^{\circ} / y_{a}{ }^{\circ}=10$ and the maximum height of the channel was $Y=4.64$. No constraints were imposed on $\varphi$. Velocity of the gas at the inlet was assumed equal to the sound velocity.

Optimal value of $\varphi=$ const can be found from the formula (3.12) of [4], or from the equivalent differential equation

$$
\begin{equation*}
d \chi / d x=\Delta\left[\left(1+\mu_{2}\right)(u B-\varphi / y)-\left(\mu_{1} B+\mu_{2} \varphi+\varphi\right) y^{-1}\right] \tag{5.7}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\chi(0)=\chi\left(x_{b}\right)=0 \tag{5.8}
\end{equation*}
$$
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Choice of $\varphi$ leads to fulfilment of one of these conditions. Thus we must solve the boundary value problem for five differential Eqs. (5.2), (5.4) and (5.7) with the following boundary conditions: (5.3), (5.5), (5.6) and (5.8).

The equations were integrated by the Runge - Kutta method from $x=0$ to $x=x^{*}$ and from $x=x_{b}$ to $x=x^{*}$, and $x$ was taken as the independent variable only when $\left|M^{\prime}\right|<1$. When $\left|M^{\prime}\right| \geq 1$, then $M$ was used as the indopendent variable.
The lacting boundary conditions $\mu_{1}(0)$ and $\mu_{2}(0)$ required when integrating from 0 to $x^{*}$ and $\mu_{1}\left(x_{b}\right)$ with $\mu_{2}\left(x_{b}\right)$ when integrating from $x_{b}$ to $x^{*}$ as well as $\varphi$, were selected by moans of approximations with respect to five parameters and using the Newton's method.

Equations (5.4) were linearized in the small neighbourhood of the singular point, and the choice of this particular method of integration was dictated by the necessity of obtaining a stable solution near the node.

Computations have shown that $y(x)=k x+1,\left(k=\operatorname{tg} 20^{\circ} l^{\circ} / y_{a}{ }^{\circ}\right)$, and $x_{b}=1$ are optimal, while optimal $B(x)$ consists of the segments of the boundary extremam $B=1$
together with the segments of the two-sided extremum. Fig. 1 shows the optimal $B(x)$ for $\Delta=2$.

We have also computed, for comparison, the power of the generator at $B=1$ with the remaining optimal parameters. We found, that the power of the generator at the optimal value of $B(x)$ exceeds that at $B=1(\Delta=2)$ by $8.3 \%$.

The author thanks A.G. Kulikovskii for valuable advice.
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